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Will AI-Driven “Super-OODA Loops”  
Revolutionise Military Strategy and Operations? 

 
By Michael Raska 

 
SYNOPSIS 

AI-enabled "Super-OODA Loops" could revolutionise military operations by 
surpassing human cognitive limits with automated, near-instantaneous decision-
making. These systems promise unmatched speed and precision but raise ethical 
challenges around accountability and misuse, requiring robust frameworks for 
responsible deployment. 

COMMENTARY 

The rise of AI-enabled systems has sparked debates about their potential to reshape 
decision-making in warfare. Critics argue that AI cannot reliably complement, much 
less replace, human understanding of the strategic environment or make sound 
predictions and judgments. 

The inherent uncertainty and complexity of warfare often referred to as its "fog and 
friction", resist the logic of machine learning. Additionally, ethical, moral, and legal 
challenges highlight the critical need to maintain human control in AI-driven military 
operations. 

But what if AI can enhance the pace, accuracy, and adaptability of military operations 
in ways previously unimaginable? Could it transform the traditional “OODA Loop” 
cycles into an automated, high-speed decision-making process, enabling near-instant 
responses through machine-to-machine interfaces? 

Could AI, then, be the key to achieving decision dominance in future conflicts? 

 



Revisiting the OODA Loop Concept 

The OODA Loop, first developed by US Air Force Colonel John Boyd, was a simple 
but powerful idea. It outlined how individuals and organisations can outmanoeuvre 
opponents by cycling through four steps – Observe, Orient, Decide, Act – faster than 
their adversaries. 

The faster and more effectively one could cycle through these steps compared to an 
adversary, the greater their likelihood of success. Initially designed for air combat 
during the Cold War, the OODA Loop was meant to help fighter pilots survive and 
dominate in the chaotic, high-stakes environment of aerial dogfights.  

Boyd’s theory emphasised not only speed but adaptability: pilots who could rapidly 
process sensory information (Observe), interpret the situation in context (Orient), 
choose a course of action (Decide), and execute their plan (Act) could stay a step 
ahead of their opponents, forcing them into a reactive position and ultimately gaining 
the upper hand. 

Over time, the brilliance of this framework extended far beyond the cockpit. The 
principles of the OODA Loop proved applicable across a wide range of fields, from 
military strategy to business innovation, competitive sports, and even politics. In any 
context where the ability to make faster, better-informed decisions can create an 
advantage, the OODA Loop became a guiding philosophy. 

In business, for instance, companies use the OODA Loop to respond to market 
changes, outmanoeuvre competitors, and drive innovation. In sports, coaches and 
athletes rely on its principles to assess opponents’ strategies, adjust tactics in real 
time, and execute winning plays. Its adaptability and universal relevance have 
cemented the OODA Loop as a cornerstone of decision-making theory across 
disciplines, inspiring countless leaders and strategists to prioritise agility and 
responsiveness in the face of uncertainty. 

The Present: Technology-Augmented OODA Loops 

Yet, in today’s complexities of modern warfare, often characterised by information 
overload and military-technological advances, human decision-making often cannot 
keep up. Military commanders must often make split-second decisions to 
outmanoeuvre their adversaries in increasingly complex situations in saturated 
battlefields. 

As such, modern OODA loops already leverage advanced technologies to enhance 
decision-making at every phase: 

1. Observe. Networked sensors like drones, satellites, and radar systems provide 
real-time, multi-domain battlespace awareness. 

2. Orient. AI and machine learning synthesise massive data streams, identify 
patterns, and highlight threats, creating a unified operational picture. 

3. Decide. AI-driven decision-support tools analyse changing conditions, predict 
outcomes, and recommend actions, enabling rapid, informed decisions or 
autonomous responses in high-speed scenarios like missile defence. 



4. Act. High-speed networks and automated systems execute decisions swiftly, 
with minimal human input, such as deploying electronic countermeasures 
against threats. 

These advancements compress and accelerate the OODA process, offering 
unprecedented operational agility. In the war against Russia, for example, Ukraine has 
leveraged AI to level the playing field. Ukrainian forces have deployed drones 
equipped with AI systems that scan battlefields, identify threats, and coordinate strikes 
in real time. 

Where human operators might take hours to sift through drone footage, AI processes 
it in seconds, flagging targets and feeding actionable intelligence to commanders. This 
accelerated decision-making allows Ukrainian forces to act quickly, often neutralising 
threats before Russian forces can respond. The war in Ukraine illustrates how AI 
compresses decision cycles, transforming how militaries observe, orient, decide, and 
act. 

The Future: Autonomous “Super OODA Loops” 

In the next two decades, however, future “Super OODA” Loops will be increasingly AI-
driven, highly autonomous, and operate on near-instantaneous timelines that far 
exceed human response speeds. We can project the following developments: 

1. Real-Time Data Integration. AI-enhanced surveillance and edge computing will 
process vast data streams, enabling predictive observations that anticipate 
adversarial actions. 

2. Adaptive Orientation. Machine learning will refine decision-making by analysing 
patterns, adapting to enemy tactics, and improving situational awareness 
dynamically. 

3. Autonomous Decisions and Actions. AI systems will handle critical, high-speed 
scenarios – such as intercepting hypersonic missiles – using pre-set protocols, 
bypassing traditional human oversight for machine-speed responses. 

As technology advances, Super OODA Loops will minimise human reliance in 
environments requiring split-second decisions beyond human cognitive limits. For 
example, future air power doctrines will incorporate squadrons of uncrewed combat 
autonomous vehicles (UCAVs) and other AI-enabled, self-directing platforms that can 
operate remotely across distributed battle networks, make collaborative decisions with 
human and machine partners, and manoeuvre faster than adversaries can detect, 
orient, or counter. 
 
The Ethical Challenges of Speed and Autonomy 
 
While the "Super OODA Loop" offers significant military advantages, it also brings with 
it a host of complex ethical dilemmas that demand careful consideration. As AI takes 
on greater responsibilities in military operations, one of the central questions is how 
much autonomy these systems should be granted. 
  
The risks of mistakes cannot be ignored. 



What happens if an AI system misidentifies a civilian target as a threat and initiates an 
action that leads to unintended casualties? Such errors, whether caused by faulty 
algorithms, incomplete data, or unforeseen scenarios, could not only result in tragic 
consequences but also undermine the legitimacy of military operations. 
 
Moreover, the battlefield of the future will likely see adversaries exploiting AI 
vulnerabilities. What if an enemy hacks or manipulates an AI system to disrupt its 
functionality or redirect its actions? For example, an adversary could deploy decoys 
or feed false data to confuse AI-driven systems, leading to miscalculations or misfires. 
This highlights the critical importance of building resilient, secure AI frameworks that 
can withstand such attacks. 
 
These ethical concerns go beyond immediate military considerations. 
  
The use of autonomous AI systems also raises questions about accountability. Who 
is responsible if an AI makes a decision that leads to unintended consequences? Is it 
the developer who created the algorithm, the military commander who deployed it, or 
the government that authorised its use? 
  
Establishing clear accountability structures is essential to maintain trust in these 
systems and ensure that their deployment aligns with international laws and norms. 
As militaries around the world integrate AI into their operations, these questions will 
need to be resolved not only at the national level but also through international 
cooperation. 
  
Without a shared understanding of ethical boundaries, the risks of miscalculation and 
escalation could rise, potentially destabilising the global security environment. 
Ultimately, while the "Super OODA Loop" offers unparalleled speed and precision, its 
true potential can only be realised if militaries approach its use with a commitment to 
responsibility, transparency, and safeguarding human values. 
 
 

Michael Raska is Assistant Professor in the RSIS Military Transformations Programme 
and a member of the Expert Advisory Group of the Global Commission for 
Responsible AI in Military Domain (GC-REAIM). 
 

S. Rajaratnam School of International Studies, NTU Singapore  
Block S4, Level B3, 50 Nanyang Avenue, Singapore 639798 


