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SYNOPSIS 

Meta’s move from independent third-party fact-checkers to community-driven fact-
checking in the United States, similar to X’s Community Notes, has ushered in a shift 
toward participatory moderation, and the need for new ways to navigate the digital 
space. Local communities in ethnic and religious spaces can collaborate with fact-
checking organisations to build capacity amongst members and contribute to the fight 
against the dissemination of false information. 

COMMENTARY 

On 7 January 2025, Meta CEO Mark Zuckerberg announced that Facebook and 
Instagram will shut down their fact-checking programme in the US and opt for the 
community-based approach of Community Notes. This move marks Meta’s retreat 
from its responsibility to detect false information with the help of independent, certified 
third-party fact-checkers.  

Consequently, the responsibility of identifying false information will be left to the 
community, where diverse social media users will have to come to a consensus on 
information reliability via Community Notes, a feature first introduced by X (formerly 
Twitter) in 2021. However, with Meta’s extensive reach in Southeast Asia, the reliance 
on Community Notes has several implications.  

First, given that social media is widely used in the region – Facebook and Instagram 
being prominent platforms in the social media landscape – its extensive use and reach 

https://about.fb.com/news/2025/01/meta-more-speech-fewer-mistakes
https://www.meltwater.com/en/blog/social-media-trends-habits-southeast-asia
https://www.meltwater.com/en/blog/social-media-trends-habits-southeast-asia


make them significant breeding ground for false information, misinformation, and 
disinformation. 

Second, with Southeast Asia being a religiously and ethnically diverse region, 
compounded by the relatively lower digital literacy rates and an imbalance of power 
over internet governance – where the government in some countries hold significantly 
more power in defining what constitutes fake news – this has raised questions whether 
community-driven efforts to counter divisive online narratives and behaviours can be 
effective without undermining the social fabric of societies. 

The challenge is further complicated by mixed results on the effectiveness of 
Community Notes in combating misinformation. For example, this study reported no 
significant reduction in misleading tweets on X. It also highlighted that the community-
based approach may not be sufficiently responsive to curb the rapid spread of tweets 
when they go viral.  

On the other hand, other studies had more positive results. One study found that when 
Community Notes were publicly displayed, users who had actively engaged in 
misinformation were more likely to retract their tweets. This suggests that community 
feedback can encourage content removal among those who publicise misinformation.  

Despite the mixed results, the implementation of Community Notes appears to be a 
likely path forward for social media platforms, and the opportunity to mitigate the 
challenges ahead remains open across the region. With the United States serving as 
the experimental ground for Meta’s new intervention, there is a need to build capacity 
at the community level and to recalibrate online norms in our region to better adapt to 
community-driven fact-checking and moderation. 

Building Capacity for Community-Based Fact-Checking and Moderation 
 

The shutdown of Meta’s fact-checking programme does not mark the end of fact-
checking efforts. Instead, it has created new opportunities for organisations to 
collaborate more closely with local communities, especially ethnic and faith-based 
groups in the region, to strengthen digital literacy and build leadership in navigating 
online spaces. By equipping communities with fact-checking knowledge and 
frameworks, organisations can empower them to actively participate in crowdsourced 
fact-checking efforts.  
 
To start building capacity, one way is to encourage broad-based participation. Fact-
checking efforts and outcomes are dependent on who participates in the process. For 
instance, studies have shown that other collaborative platforms like Wikipedia have a 
pronounced gender gap, with women making up only 10 to 15 per cent of the 
knowledge platform’s editors – a disparity possibly linked to lack of confidence, 
caregiving or other responsibilities that constrain volunteer activities.  
 
Such underrepresentation needs to be addressed, as misinformation targeting or 
misrepresenting women may be left unchallenged. Thus, encouraging participation 
across diverse communities is essential to ensure effective fact-checking. 
 
Similarly, when misinformation involves faith or ethnic content, the participation of 

https://techforgoodinstitute.org/blog/articles/driving-digital-literacy-in-southeast-asia/
https://www.iseas.edu.sg/articles-commentaries/trends-in-southeast-asia/justifying-digital-repression-via-fighting-fake-news-a-study-of-four-southeast-asian-autocracies-by-janjira-sombatpoonsiri-and-dien-nguyen-an-luong/
https://www.iseas.edu.sg/articles-commentaries/trends-in-southeast-asia/justifying-digital-repression-via-fighting-fake-news-a-study-of-four-southeast-asian-autocracies-by-janjira-sombatpoonsiri-and-dien-nguyen-an-luong/
https://dl.acm.org/doi/10.1145/3686967
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4992470
https://revista.profesionaldelainformacion.com/index.php/EPI/article/view/87476
https://theconversation.com/wikipedia-has-a-huge-gender-equality-problem-heres-why-it-matters-251675
https://theconversation.com/wikipedia-has-a-huge-gender-equality-problem-heres-why-it-matters-251675


minority ethnic and religious communities, with majority groups as allies, would help 
to ensure that fact-checking and moderation are contextually informed. Interfaith and 
interethnic knowledge and networks enable prompt detection and response to 
misinformation before the narratives perpetuate harmful stereotypes or 
misperceptions. 
 
Beyond participation, all communities need to foster a culture of collective learning to 
stay ahead of updates in digital platforms. Fact-checking organisations equipped with 
knowledge and skills can help local communities understand how algorithms amplify 
content and how certain groups can exploit digital platforms to skew online public 
opinion.  
 
For starters, community members can be trained to use X’s Community Notes – from 
creating an account, to writing and upvoting notes, and grasping how bridging-based 
ranking works in presenting content to users. Beyond learning its functionality, it is 
equally important to foster critical thinking and guide members on how to raise 
concerns on misinformation without deepening divisions or eroding trust within or 
between communities. 
 
As such, education and digital literacy must go beyond individual-level skill-building to 
include group-based dialogue and learning. This broader, communal approach can 
build shared awareness against algorithmic biases and help communities recognise 
coordinated behaviours attempting to distort online discussions. 
 
A Holistic Approach to Supporting Community-driven Fact-checking and 
Moderation 
 
While Meta’s shift toward community-driven moderation opens new opportunities for 
local communities to take a more active role, the platform still bears significant 
responsibility. In Southeast Asia’s diverse religious, ethnic and linguistic contexts, a 
one-size-fits-all approach may not suffice. Meta must engage meaningfully with local 
communities to understand their concerns and co-develop features and processes that 
are culturally relevant and effective. Moreover, when false information still spreads 
despite these efforts, Meta must take accountability and continue to refine its 
strategies to address such challenges. 
 
At the same time, broader-based participation requires intentional support. For local 
communities – particularly faith-based groups – participating effectively in community 
fact-checking and moderation can be seen as an extension of values and teachings 
around community responsibility and care. By reframing digital engagement in this 
way, participation in online spaces is encouraged, helping to reshape digital norms 
and behaviours within and across communities. 
 
Conclusion 
 
Community-driven fact-checking and moderation have good potential, but they cannot 
replace the expertise of journalists and professional fact-checkers, particularly when 
addressing deepfakes or verifying information that requires domain-specific 
knowledge. A coordinated effort, such as creating a cross-sector network linking ethnic 

https://mitpress.mit.edu/9780262549417/gaming-democracy/
https://www.belfercenter.org/publication/bridging-based-ranking#:~:text=Algorithmic%20ranking%20and%20recommendation%20systems,audiences%2C%20including%20around%20divisive%20topics.
https://www.belfercenter.org/publication/bridging-based-ranking#:~:text=Algorithmic%20ranking%20and%20recommendation%20systems,audiences%2C%20including%20around%20divisive%20topics.


and faith-based organisations, journalists, third-party fact-checkers, and policymakers, 
is necessary to ensure a responsive and resilient ecosystem. 
 
These partnerships will be very useful in situations where online misinformation can 
have far-reaching consequences, such as during pandemics and national elections. 
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