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Executive Summary 
 
This policy report examines public percep4ons of ar4ficial intelligence (AI) in Singapore 
amid the ongoing advancement of the technology. Public opinion is increasingly 
significant due to the threat of cogni4ve warfare, where sen4ment can be weaponised 
to influence behaviour. Through a na4onal online survey of adult residents in 
Singapore, the report explores AI diffusion, awareness and percep4ons that could lead 
to vulnerabili4es in the city-state. Findings reveal some gaps in public awareness, a 
growing AI divide, and concerns about harm and ethics. Strengthened governance and 
public engagement can be crucial to maximise AI's poten4al while ensuring public 
safety and security. 
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Introduction 

This policy report is part of a wider examina4on of expert and public percep4ons on 
key emerging technologies in Singapore. The rise of these technologies presents 
complex and pressing challenges, requiring 4me-sensi4ve yet evidence-based 
development of effec4ve strategies to manage associated risks and mi4gate poten4al 
vulnerabili4es.  
 

In this report, we study public opinion on ar4ficial intelligence (AI) in Singapore. 
Public opinion on security issues can be easily relegated to the sidelines, par4cularly 
on maJers such as emerging technologies, where expert perspec4ves (e.g., industry 
leaders, academic researchers, government officials) typically dominate.1 However, the 
rise of cogni4ve warfare,2 where public opinion is weaponised to influence mass 
behaviour, makes monitoring public sen4ment more crucial. Without a clear 
understanding of public opinion, policy experts may not recognise the vulnerabili4es 
that Singapore residents face in this new field of conflict. As Singapore aspires to lead 
on AI innova4on, the city-state must ensure that technological development does not 
come at the expense of public safety and na4onal security. 
 

Our study begins with a presenta4on of the diffusion of AI technologies in 
Singapore, followed by an examina4on of awareness and percep4ons of the 
technology. Although Singapore is widely recognised as Asia's leading smart city,3 our 
study uncovers significant gaps in the public’s awareness of and opinion on AI. Our 
results show a looming AI divide between certain demographics that requires urgent 
aJen4on. There were also serious concerns among the public regarding the poten4al 
harm caused by AI. 
 

While such concerns may reflect a cau4ous ci4zenry, our study results reveal 
that fear likely stems from the lack of knowledge of and heightened uncertainty about 
AI. This fact becomes increasingly alarming as Singapore pushes for rapid adop4on of 
AI across all sectors as part of its Smart Na4on 2.0 strategy.4 However, despite the 
government’s significant investments in promo4ng a digital economy and fostering 
responsible innova4on,5 concerns around privacy, security and ethical issues persist 
among the public. Our findings suggest that these trust deficits may constrain the full 
poten4al of AI and other technologies unless they are addressed through strengthened 
governance frameworks and proac4ve public engagement strategies.  
 
  

 
1 Funk, Cary, Alec Tyson, Brian Kennedy, and Courtney Johnson, “Scien;sts Are among the Most Trusted Groups in 
Society, Though Many Value Prac;cal Experience over Exper;se”, Pew Research Center, 29 September 2020, 
hMps://www.pewresearch.org/science/2020/09/29/scien;sts-are-among-the-most-trusted-groups-in-society-
though-many-value-prac;cal-experience-over-exper;se/. 
2 “Cogni;ve Warfare: Strengthening and Defending the Mind”, Allied Command Transforma0on, 5 April 2023, 
hMps://www.act.nato.int/ar;cle/cogni;ve-warfare-strengthening-and-defending-the-mind/. 
3 “IMD Smart City Index 2024”, Interna;onal Ins;tute for Management Development, 2024, 
hMps://issuu.com/docs/e7a60c053a[f9e98fcba93afe857af?fr=xKAE9_zU1NQ. 
4 Neyazi, T. A., Ng, S. W. T., Hobbs, M., and Yue, A., “Understanding User Interactions and Perceptions of AI Risk 
in Singapore”, Big Data & Society 10, no. 2 (2023): 1–13, https://doi.org/10.1177/20539517231213823. 
5 “Our Smart Na;on Vision”, Smart Na;on Singapore, Accessed 26 February 2025, 
hMps://www.smartna;on.gov.sg/vision/. 

https://www.pewresearch.org/science/2020/09/29/scientists-are-among-the-most-trusted-groups-in-society-though-many-value-practical-experience-over-expertise/
https://www.pewresearch.org/science/2020/09/29/scientists-are-among-the-most-trusted-groups-in-society-though-many-value-practical-experience-over-expertise/
https://www.act.nato.int/article/cognitive-warfare-strengthening-and-defending-the-mind/
https://issuu.com/docs/e7a60c053affbf9e98fcba93afe857af?fr=xKAE9_zU1NQ
https://doi.org/10.1177/20539517231213823
https://www.smartnation.gov.sg/vision/
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Data and Demographics  
 
This report is based on a na4onally representa4ve online survey of adult Singapore 
residents aged 21 and above. The survey sample was designed to closely mirror (where 
possible) the actual demographic profile of adults in Singapore in 2024.6 
 

Guided by an extensive literature review, we draWed a ques4onnaire that was 
later pre-tested by social scien4sts. This ques4onnaire was uploaded on a hos4ng site 
(Qualtrics), which was later shared with a professional polling company that distributed 
the ques4onnaire to its panels of par4cipants, who then received points from the 
polling company that can be exchanged for retail vouchers.  
 

Following the comple4on of data collec4on in May 2024, we downloaded the 
data for cleaning and checking, yielding 1014 (out of 1200) valid responses. Weighted 
distribu4on based on ethnicity was employed on the survey data to account for the 
invalid responses and achieve a na4onally representa4ve sample of adult residents.  
The ethnic breakdown of respondents was: Chinese (73.6%), followed by Malay 
(16.3%), Indian (8.1%) and “Others” (2.1%).  
 

In terms of gender, 532 par4cipants (52.5%) were male and 482 par4cipants 
(47.5%) were female. This sample distribu4on approximates the actual popula4on 
distribu4on in Singapore based on government data.7 
 

Of the 1,014 par4cipants in this survey, 107 (10.6%) were from Genera4on Z 
(11–26 years old), whereas 365 (36.0%) were Millennials (27–42 years old), 412 
(40.6%) were from Genera4on X (43–58 years old), and 130 (12.8%) were Boomers 
(59–77 years old).  
 

As Singapore is an interreligious society, our survey aJempted to cover most of 
the major religious groups in the country. Thus, 298 par4cipants (29.4%) were 
Buddhists and 187 par4cipants (18.4%) were followers of Islam. They were followed by 
the Chris4anity (non-Catholic) group, which consisted of 174 par4cipants (17.2%). On 
the other hand, 171 par4cipants (16.9%) iden4fied as free thinkers, while 70 
par4cipants (6.9%) were of the Catholic faith, 56 were Taoist (5.5%), 50 were Hindus 
(4.9%), 4 were Sikhs (0.4%), and 4 par4cipants (0.4%) specified “Others” for religion.  
 

While most of our respondents were Singaporeans (88.4%), we also included 
permanent residents (9.2%) and foreign residents (2.5%). We also ensured that 
par4cipants represented a range of educa4onal levels, household incomes and current 
employment arrangements. 
 

Finally, to ensure that the survey reflects a balanced public opinion with mul4ple 
stakeholder perspec4ves, we asked the respondents whether they had computer 
science or engineering educa4onal backgrounds or work experience. Less than a 

 
6 “Population Trends 2024”, Singapore Department of Statistics, September 2024, https://www.singstat.gov.sg/-
/media/files/publications/population/population2024.ashx;  “Overall Population”, National Population and Talent 
Division, Strategy Group, PMO Singapore, https://www.population.gov.sg/our-population/population-
trends/overall-population/. 
7 “Population Trends 2024”, Singapore Department of Statistics, September 2024, https://www.singstat.gov.sg/-
/media/files/publications/population/population2024.ashx. 

https://www.singstat.gov.sg/-/media/files/publications/population/population2024.ashx
https://www.singstat.gov.sg/-/media/files/publications/population/population2024.ashx
https://www.population.gov.sg/our-population/population-trends/overall-population/
https://www.population.gov.sg/our-population/population-trends/overall-population/
https://www.singstat.gov.sg/-/media/files/publications/population/population2024.ashx
https://www.singstat.gov.sg/-/media/files/publications/population/population2024.ashx
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quarter had a relevant degree, while less than a third reported having any related 
experience. 

AI Familiarity and Use 
 
How the public perceives AI may depend on their familiarity with, and use of, the 
technology. So, how familiar are Singapore residents with AI, and how oWen do they 
use AI? 
 

In the survey, nearly half of the respondents reported being somewhat (34.7%) 
or very (10.1%) familiar with AI (see Figure 1). We found that educa4on level has the 
strongest correla4on with AI familiarity. Those with higher educa4onal aJainment tend 
to report greater familiarity with AI concepts and applica4ons. Addi4onally, younger 
people, higher-income respondents and males tend to report higher familiarity with AI. 
These findings not only highlight a looming AI divide, but also underscore the influence 
of educa4on, income, age, and gender on AI familiarity, which can guide targeted 
outreach and educa4onal efforts to improve AI literacy among various demographic 
groups in Singapore.  

 
Figure 1: Familiarity with AI 

 
 
Familiarity was the primary factor influencing AI use: the more familiar 

respondents were with AI, the more likely they were to use it. Educa4on and income 
levels were also posi4vely related to use, where higher educa4on and household 
income corresponded to greater AI use. Conversely, age had an inverse rela4onship 
with AI usage – older respondents used AI less frequently, if at all.  

 
When asked about their actual use of AI, 28.8% (292 respondents) said they had 

never used AI (see Figure 2). This finding can be interpreted in two ways. One possibility 
is that a significant number of Singapore residents have simply never interacted with 
AI. However, a more concerning interpreta4on is that, despite Singapore’s status as a 
digital economy where AI is integrated into many aspects of daily life, many residents 
fail to recognise that they are, in fact, encountering AI. This lack of awareness is 
troubling as it leaves people more vulnerable to poten4al misuse of the technology by 
bad actors.  

 
 
 
 
 



5 
 

Figure 2: AI Use 

 
 

ChatGPT Most Popular AI Tool; Educational Use Perceived as Most 
Common  
 
In terms of specific AI tools, ChatGPT was the most well-known, with a majority of 
respondents repor4ng prior use (71.3%; 601 respondents). The other AI tools have 
significantly lower u4lisa4on (see Figure 3). 
 

Figure 3: Usage of AI Tools 

 
 
Although the majority of respondents had only used ChatGPT, many were also 

familiar with AI applica4ons in various sectors. In the survey, we asked respondents: 
“List all applica4ons of AI that you currently use (for example, educa4on and research)” 
Most of them use AI in educa4on and research (40.6%), and some for general work 
purposes (19.7%) and personal use (16%) (see Figure 4).  
 

Figure 4: Use of AI across Different Sectors 
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For the most part, these findings reflect a society that largely views and u4lises 
AI as a tool for general and personal assistance – a point that warrants further 
inves4ga4on, par4cularly for those respondents who reported using AI beyond 
common applica4ons. Although notably fewer respondents viewed AI as applicable in 
specialised sectors such as transporta4on, manufacturing, healthcare and security or 
u4lised AI in these areas, it would be useful to inves4gate how AI is being leveraged in 
these respects. These perceived uses of AI may provide valuable insights into emerging 
trends, which can have significant policy implica4ons. 
 

Views Regarding AI’s Positive Applications and Potential Harms  
 
The responses on AI’s poten4al reveal both op4mism and concern, highligh4ng the 
technology's promises alongside worries about cybersecurity threats, social impacts 
and misuse. These insights underscore the importance of developing policies that 
leverage AI’s benefits while addressing its risks.  
 

This sec4on will explore these findings in more detail, shedding light on the 
respondents’ views regarding AI’s posi4ve applica4ons and poten4al harms, and the 
need for ethical oversight. 
 

In the survey, the respondents were asked to list the different ways they think 
that AI will be used for good. This ques4on generated 1,161 responses. Notably, 492 
respondents (42.4%) highlighted AI’s poten4al to increase efficiency and produc4vity. 
Other aspects of AI’s poten4al uses for good include enhancing quality of life (14%), 
role in language and learning (11.9%), suppor4ng planning and decision-making 
(10.9%), idea/content genera4on (7%), quality control and assurance (4.7%), 
finance/investment (1.9%), and retail/e-commerce (1.2%) (see Figure 5).  
 

Figure 5: Ways AI Can Be Used for Good 

 
 
The survey also asked respondents to list the different ways they think that AI 

will be used to cause harm. This ques4on elicited 1,016 responses. Of these, 470 
responses (46.3%) focused on cybersecurity threats such as scams and cybercrime. 
Meanwhile, 33.3% highlighted nega4ve social impacts like overreliance, job loss, and 
misinforma4on. Addi4onally, concerns about compromised AI systems (7.6%) and their 
poten4al for military use (6.8%) were raised. A few others pointed to issues like 
insufficient AI regula4on/ethics (2.4%), academic misconduct (2.2%), and authoritarian 
abuse (1.6%) (see Figure 6). 
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Figure 6: Ways AI Can Be Used For Harm 

 
 
When asked to what extent they agree that AI will be used for good, the majority 

responded posi4vely, with 53.1% indica4ng that they “somewhat agree” and 11.8% 
“strongly agree” (see Figure 7). 

 
Figure 7: The Extent to Which Respondents Agree That AI Will Be Used To Cause Good 

 
 
However, when asked to what extent they agree that AI will be used to cause 

harm, the majority also agreed, with 40.6% selec4ng “somewhat agree” and 10.2% 
selec4ng “strongly agree” (see Figure 8). 

 
Figure 8: The Extent to Which Respondents Agree That AI Will Be Used To Cause Harm 

 
Respondents who used AI more frequently, are beJer educated, and have higher 

incomes were more likely to recognise AI’s benefits. However, the most significant 
factor in acknowledging AI's harmful poten4al is one’s educa4on level; individuals with 
advanced degrees are more cognisant of the harmful impacts of AI. 
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Regarding the extent to which AI can be ethically trusted, most respondents 
remained “neutral” (38.1%) or indicated they “somewhat agree” that the technology can 
be trusted (37.5%) (see Figure 9). The frequent use of AI influences the level of trust 
people have in AI’s ethical func4oning. As the frequency of AI use increases, so does 
the trust people have in its ethical usage. Similarly, those who are more familiar with AI 
are more likely to agree that it can be trusted to operate ethically. 

 
Figure 9: The Extent to Which Respondents Agree That AI Can Be Ethically Trusted

 

Discussion  
 
The findings from this study reveal a nuanced and evolving landscape of AI familiarity, 
usage and percep4on among Singapore residents. Overall, while AI technologies are 
becoming more prominent, significant gaps remain in how different demographic 
groups interact with, understand and trust those technologies. These insights have 
cri4cal implica4ons for shaping educa4on, policies and regula4ons concerning AI. 
 

One of the striking findings is the pivotal role of educa4on in shaping AI 
familiarity and use. Individuals with higher educa4on levels were significantly more 
likely to be familiar with AI, use it regularly and recognise both its benefits and risks. 
This finding underscores the central role that educa4on plays in fostering digital literacy 
and points to the importance of integra4ng AI-related content into both formal 
curricula and lifelong learning ini4a4ves. In addi4on to educa4on, income levels and 
age also emerged as key predictors of AI engagement, with younger and higher-income 
individuals repor4ng greater familiarity with, and more frequent use of, the technology. 
Notably, gender differences were also evident, with male respondents generally 
repor4ng higher levels of AI familiarity.  
 

Overall, these demographic dispari4es suggest the emergence of an AI divide, 
where access to and benefits from AI technologies are unequally distributed. If leW 
unaddressed, this divide could exacerbate exis4ng inequali4es in digital par4cipa4on, 
employment opportuni4es and access to informa4on. These demographic dispari4es 
warrant further inves4ga4on from future studies.  
 

The rela4vely high percentage of respondents who reported never having used 
AI (28.8%) raises concerns about the invisibility of AI in everyday life. Many individuals 
may be unknowingly interac4ng with AI-powered systems, highligh4ng a significant 
gap in public awareness. Studies show that low awareness results in passive responses 
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to online falsehoods,8 allowing them to spread unchecked. Likewise, individuals who 
consider themselves less vulnerable to such content were less likely to feel the need to 
ac4vely seek verifica4on of informa4on owing to their self-confidence.9 Thus, lack of 
awareness may leave users vulnerable to manipula4on or prone to misusing AI, 
reinforcing the cri4cal need for greater transparency in the deployment of AI and for 
enhanced public educa4on on how these technologies func4on within everyday digital 
environments.  

 
When respondents were asked about the sectors where AI is most commonly 

applied, educa4on and research topped the list. Likewise, a significant number of users 
reported using AI for general work purposes and personal assistance. These findings 
indicate that public percep4ons of AI remain primarily grounded in prac4cal, everyday 
applica4ons, and less so in its poten4al role in more specialised or industrial domains. 
This finding calls for further inves4ga4on into sector-specific adop4on, especially in 
areas like transporta4on, manufacturing and security, where AI integra4on may s4ll be 
at less visible stages.  

 
This study also uncovered a complex public sen4ment regarding AI’s future 

impact. Although respondents agreed that AI could be used for posi4ve purposes, 
par4cularly by enhancing produc4vity and efficiency, an almost equal number 
expressed apprehensions about poten4al risks. This finding demonstrates the nuanced 
view of AI where the public recognises its poten4al benefits while simultaneously 
fearing its risks. It suggests that AI engagement and adop4on may be driven by both 
op4mism and cau4on.  
 

Finally, public trust in AI’s ethical func4oning remains tenta4ve. A considerable 
propor4on of respondents remained neutral or only somewhat agreed that AI could be 
ethically trusted. Notably, trust was posi4vely associated with familiarity and frequency 
of use, sugges4ng that increased exposure may help mi4gate scep4cism. Nevertheless, 
public confidence in AI will likely remain limited without the establishment of robust 
governance frameworks grounded in accountability, ethical design principles and 
stakeholder engagement. 
 
 
 
  

 
8 Tandoc, E. C., Lim, D., and Ling, R, “Diffusion of Disinformation: How Social Media Users Respond to Fake News 
and Why”, Journalism 21, no. 3 (2019): 381–398, https://doi.org/10.1177/1464884919868325. 
9 Neyazi, T. A., Ng, S. W. T., Hobbs, M., and Yue, A., “Understanding User Interactions”. 

https://doi.org/10.1177/1464884919868325
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Policy Recommendations 
 
This study highlights the complex and uneven landscape of AI familiarity, use and 
percep4ons among Singapore residents. Study findings underscore the urgent need for 
a comprehensive, mul4-pronged policy response to ensure inclusive and responsible AI 
development and use. As Singapore advances its Na4onal AI Strategy 2.0 (NAIS 2.0), 
which aims to posi4on the country as a global hub for AI innova4on, it must also ensure 
that public trust is strengthened and that the benefits of AI are equitably shared across 
popula4ons. To do so, ethical, transparent and human-centric approaches should be 
employed for AI deployment. 
 

First, educa4on must be the founda4on of Singapore’s approach to AI adop4on. 
The study found that individuals with higher educa4on levels reported greater 
familiarity with and use of AI, highligh4ng the pivotal role of educa4on in driving digital 
inclusion. To bridge the digital gap, AI literacy should be systema4cally embedded 
across the na4onal curriculum, from primary to ter4ary levels. Aside from being a part 
of compu4ng or STEM educa4on, AI-focused learning should also be integrated into 
the humani4es, social sciences and voca4onal tracks to encourage interdisciplinary 
understanding. Concurrently, adult learning ini4a4ves such as SkillsFuture can be 
further expanded to include more modular, accessible and industry-aligned AI courses 
targe4ng older adults, lower-income groups and mid-career workers. While the survey 
mainly involved Singaporeans, training opportuni4es for foreign workers, typically not 
covered by the SkillsFuture programme, could also help support the upskilling of a 
significant por4on of Singapore’s workforce. Doing so may help close the emerging AI 
divide, mi4gate digital exclusion and ensure broader par4cipa4on in Singapore’s digital 
economy. 

 
Second, inadequate AI awareness increases risks of manipula4on, discrimina4on 

and security threats as individuals may fail to recognise or fully understand AI systems 
and the content they generate. As Singapore undergoes rapid digital uptake without 
corresponding AI literacy gains,10 the capacity to effec4vely address AI-driven 
misinforma4on may be limited, poten4ally contribu4ng to heightened sensi4vi4es 
within the na4on’s diverse and mul4cultural society. Thus, effec4ve interven4ons must 
go beyond general digital literacy to address AI’s complex “black box” nature and its 
varying impacts on different demographic groups. Targeted, regularly updated AI 
awareness programmes, as well as research that tracks evolving vulnerabili4es, are 
crucial in safeguarding against these risks. 

 
Third, the fact that ChatGPT was reported to be the most highly used tool 

suggests a lack of technical confidence and limited public understanding of where AI is 
integrated in everyday digital plaqorms. Notably, nearly 29% of respondents reported 
never using AI despite likely engaging with it indirectly through algorithms embedded 
in social media, e-commerce, and other everyday digital plaqorms. This invisibility of AI 
underscores the need for greater public transparency. Government agencies and the 
private sector alike should implement clearer labelling of AI systems and communicate 
their func4ons and limita4ons to users in plain language. Public educa4on campaigns 

 
10 “CSA’s 2024: Cybersecurity Public Awareness Survey Shows an Improvement in the Adoption of Cyber Hygiene 
Practices”, Cyber Security Agency of Singapore, 2 July 2025, https://www.csa.gov.sg/news-events/press-
releases/csa-s-2024-cybersecurity-public-awareness-survey-shows-an-improvement-in-the-adoption-of-cyber-
hygiene-practices. 

https://www.csa.gov.sg/news-events/press-releases/csa-s-2024-cybersecurity-public-awareness-survey-shows-an-improvement-in-the-adoption-of-cyber-hygiene-practices
https://www.csa.gov.sg/news-events/press-releases/csa-s-2024-cybersecurity-public-awareness-survey-shows-an-improvement-in-the-adoption-of-cyber-hygiene-practices
https://www.csa.gov.sg/news-events/press-releases/csa-s-2024-cybersecurity-public-awareness-survey-shows-an-improvement-in-the-adoption-of-cyber-hygiene-practices
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can serve a key role in fostering a more informed and discerning public that 
understands both the poten4al benefits and risks associated with AI in daily life. 

 
Fourth, addressing public scep4cism about the ethical use of AI requires the 

strengthening of Singapore’s AI governance frameworks, as well as beJer public 
communica4on, to bolster awareness of AI research, development and use by the 
different sectors in Singapore. The study found that trust in AI remains tenta4ve and is 
closely 4ed to familiarity and use. While Singapore’s launch of AI Verify in 2023 and 
the 2025 establishment of the Global AI Assurance Pilot are posi4ve steps, further 
regulatory safeguards are needed to ensure accountability, fairness and safety. These 
could include enforceable ethical guidelines for AI development, requirements for 
algorithmic transparency, data protec4on mandates and mechanisms for resolu4on 
when harm occurs. Stakeholder engagement, including industry, academia and civil 
society, must also be formally incorporated into governance processes to ensure that 
diverse perspec4ves inform the development of AI frameworks. 
 

Finally, the public currently associates AI primarily with applica4ons in 
educa4on, research and personal produc4vity, while its role in sectors such as security, 
manufacturing and transport remains less understood or visible. To enhance public 
awareness, business and trade associa4ons must improve their public communica4on 
of AI use. Think tanks and academic ins4tu4ons could support this effort by publishing 
more accessible informa4on on AI’s pervasiveness in society. 

 
In conclusion, Singapore’s leadership in AI must be accompanied by a strong 

commitment to inclusivity, transparency and ethical governance. By embracing these 
principles, the country can get closer to ensuring that AI as a technology evolves into a 
safe, responsible and sustainable tool capable of empowering all segments of society. 
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